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ABSTRACT: As new chemical methodologies driven by
single-electron chemistry emerge, process and analytical
chemists must develop approaches to rapidly solve problems
in this nontraditional arena. Electron paramagnetic resonance
spectroscopy has been long known as a preferred technique for
the study of paramagnetic species. However, it is only recently
finding application in contemporary pharmaceutical develop-
ment, both to study reactions and to track the presence of
undesired impurities. Several case studies are presented here to
illustrate its utility in modern pharmaceutical development
efforts.

■ INTRODUCTION
Two of the fundamental principles of synthetic chemistry
processes are that they be predictable and controllable at both
small and large scale. Thus, pharmaceutical chemistry develop-
ment historically centered on well-understood reactions where
net oxidation level either does not change or undergoes change in
predictable two-electron increments (e.g., anion or cation
chemistry, two electron oxidations and reductions, etc.). In
other fields, radical-based chemistry has been well studied for
decades as a keystone technology for 20th century polymer and
bulk chemicals manufacturing. However, harnessing the
turbulent reactivity of organic radicals to achieve broadly useful
regio- and stereoselective reactions in pharmaceutical manufac-
turing has been challenging, with a few notable exceptions.1

Recent years have seen a marked increase in the understanding
of new chemical reactions involving unpaired electrons. These
developments offer exciting opportunities for rapid, efficient,
controllable, and economical bond formation. Indeed, the
renaissance of visible light photoredox catalysis has placed the
chemistry of organic radicals at the forefront of organic
synthesis.2,3 Similarly, electrochemistry, once largely confined
to analysis or industrial production of bulk materials, is now
being fervently explored as a platform for new synthetic reactions
involving radical intermediates.4 Recent interest in catalysis using
earth-abundant “base metals” such as cobalt, iron, and nickel has
ballooned,5 driven both by sustainability considerations6 and the
potential for orthogonal or even superior performance relative to
conventional precious metal catalysts. While not radicals per se,
these first-row transition metals can often exist in a paramagnetic
state and can participate in single-electron redox chemistry more
readily than noble metals such as palladium.7

Efficient process chemistry development requires extremely
close collaboration between synthetic and analytical chemists to
solve emerging problems and enable mechanistic understanding.
In addition to building tools to address the problems of today,
process and analytical chemists must create techniques that

provide rapid solutions to the problems of tomorrow. One such
example is EPR spectroscopy, a venerable technique for studying
species with unpaired electrons.8 EPR has long been used in the
characterization of organic radicals, organometallic complexes,
protein structure and dynamics, polymerization chemistry, and
radical degradation processes, among other uses.9 However, the
historical use of EPR in pharmaceutical development has been
limited, perhaps reflecting the aforementioned paucity of
applications of single electron chemistry in the field.10,11 We
herein report an investigation into the application of EPR
spectroscopy for analyzing paramagnetic species in support of
pharmaceutical development.
While some description of the EPR technique is included in

most graduate curricula, most chemists will have had limited
opportunities to apply it in practice, so a brief tutorial may be
justified. The principles of operation for EPR are reminiscent of
those for NMR spectroscopy; however, in EPR spectroscopy, it is
the spins of electrons that are excited instead of the spins of
atomic nuclei (Figure 1).
While pulsed EPR has gained popularity since the 1990s, the

traditional continuous wave (CW) EPR is still preferred in many
EPR laboratories. In the CW setup, the sample is irradiated with
microwave radiation at a fixed frequency (e.g., ∼9 GHz for X-
band or ∼35 GHz for Q-band), while the magnetic field is
scanned in search of the resonance condition. When the energy
gap between the two electron spin states (which is proportional
to themagnetic field strength)matches the energy of the incident
photon, an EPR signal emerges due to photon absorption. The
resonance condition is described by the following equation

ν β=h g B (1)
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where h is Planck’s constant, ν is the microwave frequency, β is
Bohr magneton, B is the magnetic field strength, and g is a
dimensionless factor that depends on the environment in which
the unpaired electron resides. For a free electron, the g factor, ge,
is found to be 2.0023. The g factor is the most easily measurable
EPR parameter, dictating at what field strength an EPR signal
occurs during a CW experiment.
In addition to the field ramp, a sinusoidal magnetic field

modulation is introduced that frequency labels the EPR signal for
detection, while background noise and electrical interference are
not responsive to this modulating field and thereby can be
suppressed by a high-pass filter. This mode of detection,
commonly referred to as phase sensitivity detection, gives rise
to the well-known CW EPR line-shape that appears as the first
derivative of an absorption signal over the magnetic field (Figure
2).

EPR spectroscopy detects only those compounds bearing
unpaired electrons such as paramagnetic transition metals or
organic radicals. Paired electrons necessarily have antiparallel
magnetic moments based on Pauli’s exclusion principle and,
therefore, only form the EPR-silent singlet state. Most solvents
do not give rise to EPR signals, allowing detection and structural
analysis of paramagnetic compounds in solution. Moreover, EPR
spectroscopy is approximately 1000 times more sensitive than
NMR, enabling detection of small, transient populations of
compounds containing unpaired electrons.
The phenomena of spin-orbit interaction and hyperfine

coupling are highly useful for chemical analysis. When an

electron is bound to an atom the g factor deviates from ge in a
manner that depends on the spin-orbit interaction, the
underlying physics of which is analogous to that of chemical
shielding in NMR. In an EPR experiment, the nucleus produces a
second magnetic field that shifts the resonance frequency away
from that of a free electron. In organic radicals, the spin-orbit
interaction is very weak, and therefore, the g factors are very close
to ge. However, in heavier elements such as metals, the g factors
can be significantly different from ge. Thus, by measuring the g
factor one can quickly determine whether the unpaired electron
resides on an organic ligand or a metal atom. For a metal-
centered radical, it is even possible to determine the metal
identity and oxidation state, particularly with further information
from hyperfine coupling.
Hyperfine coupling arises from an interaction between an

electron spin and a nuclear spin and is analogous to J coupling
observed in NMR. Unlike the spin-orbit interaction that shifts
the resonance line position, the hyperfine coupling splits the EPR
signal into multiplets. If an electron spin is simultaneously
coupled to N equivalent nuclei of spin S, its EPR signal will have
2NS+1 lines with intensities governed by a bi/multinomial
distribution (Figure 3).
By analyzing the multiplet structure of an EPR signal, one can

determine the identities and abundance of neighboring nuclear
spins. However, this practice becomes challenging with extensive

Figure 1. Splitting of the electron spin energy level induced by a magnetic field.

Figure 2. Simulated absorption signal and its first derivative using a g-
factor of 2 and line width of 1 G.

Figure 3. Hyperfine coupling exemplified by the simulated EPR
spectrum of the methyl radical.
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coupling. Electron nuclear double resonance (ENDOR) spec-
troscopy facilitates analysis of complicated hyperfine couplings.
In a CW-ENDOR experiment, the magnetic field is fixed to the
strongest component in the EPR multiplet rather than being
swept as in CW-EPR. Under this condition, that particular EPR
transition gets saturated by the strong microwave irradiation.
Due to electron−nuclear coupling, the NMR transitions are
hyperpolarized as the EPR transition is saturated. Simultaneous
irradiation of the sample with a radio frequency sweep identifies
those frequencies that saturate the NMR transitions. As NMR
transitions are saturated, the EPR transition is repolarized and
absorbs energy from the irradiating microwave, thereby
producing an ENDOR signal. ENDOR spectroscopy allows
one to study nuclear spin transitions but using the much larger
electron transition energy for detection. The ENDOR spectrum
is virtually an NMR spectrum subject to electron hyperfine
splitting. Since each nucleus is only coupled to a single electron
spin, the ENDOR spectrum simply contains a pair of doublets for
each nonequivalent group of nuclei.
An example of this technique is shown in Figure 4, in which the

EPR spectrum of the perinaphthenyl radical produces 28 lines,
rendering structural interpretation very challenging. By applying
ENDOR spectroscopy, the spectrum is reduced to four lines
corresponding to two sets of nonequivalent protons. One
drawback of ENDOR is that information regarding the number
of atoms that are hyperfine coupled is lost because the signal
intensity does not faithfully represent the number of coupled
atoms. However, this information can be obtained from the EPR
spectrum using the hyperfine coupling constants available from
ENDOR.

■ QUANTITATION AND PRACTICAL LIMITS OF
DETECTION

To assess the potential utility of EPR spectroscopy for emergent
problems in pharmaceutical research, we acquired a 9.3 GHz X-
band EPR instrument and evaluated its use in a series of studies.
As a first study, we evaluated the performance of quantitative
EPR (qEPR)12 in low-level radical counting using TEMPO as the
model compound. This study also has practical significance as it
provides a potentially useful approach for exploring the
downstream rejection of this reagent from pharmaceutical
processes, necessary because TEMPO is a suspected genotoxic
impurity.13 EPR spectra were collected for 8 TEMPO samples
spanning a concentration range of 2−250 μM, and then double-
integration and spin counting were carried out.14 Appropriate
signal averaging was applied to samples of various concen-

trations, with experimental time ranging from 100 s for the most
concentrated samples, up to 3 h for the most dilute sample. As
shown in Figure 5, good linearity (R = 0.999) was observed

between predetermined concentrations and concentrations from
qEPR, demonstrating excellent relative spin quantification.15

The line-fitting slope was determined to be 1.6 instead of 1,
indicating a 38% systematic overestimation from spin counting.
This discrepancy may arise as the spin counting formula assumes
knowledge of certain parameters that may not be accurately
known or measured, such as the resonator’s Q value and the
active sample volume inside the resonator. For applications that
require absolute quantification, normalizing with a standard
sample can be expected to provide excellent accuracy in light of
the good linearity across a significant concentration range as
shown in this study. It is also worth pointing out that for
quantification of very low level of radicals dissolved in solvents of
large electrical dipoles, including DMSO, a flat cell is preferred
over the capillary tube used in this study, as the former allows for
a much larger sample volume.
Interestingly, at low concentrations of TEMPO, it was possible

to observe an interfering signal arising from the glass comprising
the capillary tubes used in this study (Figure 6). Although this
problem can be circumvented by the use of quartz tubes, we
highlight this point to draw attention to the sensitivity of the EPR
technique.

■ APPLICATIONS IN PHOTOREDOX CATALYSIS
We next turned our attention to the study of the production of
organic free radicals from exposure to light. Visible light
photoredox catalysis is becoming more prevalent in organic

Figure 4. Example of CW-ENDOR used to simplify the analysis of the perinaphthenyl radical. Left, EPR spectrum taken at 298 K with 0.2 mW
microwave power. Right, ENDOR spectrum with 5.024 mW microwave power and 3.77 W radiowave attenuation. Pairs of resonances split due to
hyperfine couplings are connected by red lines.

Figure 5. EPR spectrum of TEMPO and plot of EPR signal intensity vs
actual concentration.
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synthesis, and it is also being incorporated into flow and
pharmaceutical processes.16 As such, there is a great need to
understand the mechanisms and kinetics driving these processes
to ensure optimal and robust chemistry. Indeed, EPR is already
being used with increasing frequency as a tool to refine
mechanistic hypotheses for photoredox catalysis.17 As the
diversity of photoredox catalysts grows to encompass organic
dyes18 and transition metals, EPRmay afford new possibilities for
understanding the reactivity and electronic structure of catalytic
intermediates. With accessories for in situ photoexcitation within
the EPR probe now commercially available, a broad scope of
experiments are accessible to EPR users. For example, Figure 7

shows the EPR spectrum of Fukuzumi’s acridnium ion (1) with
(red) and without (blue) UV irradiation, clearly showing the
dependency of the observed excited state on photochemical
irradiation.19

As part of an effort to discover more powerful photoorganic
oxidants and reductants, we profiled a series of electronically
modified acridinium catalyst architectures.14 Understanding the
reactivity of photocatalysts necessarily focuses on the excited
state, as desired reactivity follows from this state. An ideal
photocatalyst will need both an excited state with sufficiently
high energy and long lifetime to engage in the desired electron
transfer process. By modifying the electron density of the
acridinium, we hoped to perturb the lifetime of the
corresponding excited states, tracking the kinetics of excited
state decay for each compound after UV irradiation in PhCN at
223 K.20,21 As seen in Figure 8, the rate of decay was notably
different across a range of acridiniums, with all variants displaying
reduced excited state lifetimes relative to 1. Recent studies have
shown such electronic variants to have greater reactivity in a
series of photoredox reactions,22 highlighting the potential value
of EPR in new catalyst design and the study of reaction
mechanism.

■ UTILITY OF EPR IN STRUCTURAL ANALYSIS OF
BASE METAL COMPLEXES

Interest in earth abundant metals has grown as more economical
and sustainable alternatives to precious metal catalysts. In
particular, first-row transition metals are being actively examined
in a variety of transformations including asymmetric catalysis.
First row transition metals often access a broader range of
oxidation states than precious metals, and can more readily
undergo single electron redox processes. As they do so, they can
manifest as paramagnetic species that give rise to EPR spectra,
but may be poorly suited to NMR analysis.23 As the field of
transition metal catalysis begins to tilt further toward sustainable
base metal catalysis, the scope of possible transformations will
grow and EPR will become a standard tool in the mechanistic
analysis of these reactions.24

Studies into the reactivity of base metal porphyrin complexes
led us to consider the EPR spectra for Cu(II) and VO(IV)
tetraphenylporphyrin (TPP).14 Such complexes have been
studied in great detail spectroscopically,25 yet EPR is uniquely
suited for the analysis of their electronic structures, and the
results exemplify some important features of EPR spectra of
metal complexes. As seen in Figure 9, Cu(II) TPP (6) displays 4
major peaks consistent with hyperfine interactions with the

Figure 6. EPR spectrum of TEMPO at 2 μM and signal interference
from a borosilicate glass capillary tube.

Figure 7. EPR spectrum of acridinium ion 1 upon UV irradiation.

Figure 8. EPR time-course experiments for a series of electronically differentiated acridinium ions. Data were collected at 223 Kwith acridinium catalysts
at 20 mg/mL in PhCN.
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nuclear spin of Cu (3/2). These four peaks vary in intensity due
to differential electron−nuclear interactions, a phenomenon
frequently seen in metals. The fine splitting at high fields results
from hyperfine coupling to the 4 14N (spin 1) atoms from the
ligand. Freezing the toluene solution at 90 K gives rise to the
solid-state spectrum of this sample, characterized by a larger
signal spread due to g-anisotropy and rich line splittings from
hyperfine couplings to nitrogen.
As compared to a solution spectrum, a solid spectrum spans a

larger field width as the g-tensor is no longer averaged by
molecular rotation and has different line structures. These
differences are better illustrated by the VO(IV) TPP (7) spectra.
The major isotope 51V (spin 7/2) leads to 8 peaks at 298 K as
expected. A total of 16 peaks are expected in the solid-state
spectrum, while only 13 of them are distinct due to overlaps. The
difference in line structure, most evident from the weak peaks at
low and high ends of the solid spectrum, is more easily
appreciated if one considers that the solid spectrum is the first
derivative of a broad powder pattern convoluted with both g-
anisotropy and hyperfine interactions. A striking difference
between Cu(II) and VO(IV) is that hyperfine coupling to
nitrogen is not observed for the latter. These results point to
important differences in orbital overlap between the two metals
and the ligand framework.

■ SPIN TRAPS AND ANALYSIS OF TRANSIENT
SPECIES

Some radical-mediated processes are not easily observed by EPR,
featuring radical intermediates too short-lived to observe even at
2−4 K. However, a variety of commercially available “spin traps”
can be used to provide EPR evidence of the formation of a radical
species.27 As illustrated in Figure 10, when a transient radical
species encounters a spin trap such as DMPO, a more stable
nitroxide radical is formed. This stability allows the accumulation
of a sufficient concentration of the spin adduct for indirect EPR
assessment of the presence of the radical as well as some limited
structural analysis.28 Spin trapping is now a broadly applied
technique, with numerous applications in the study of chemical
and biological systems.29

A recent investigation in our laboratory highlights the
potential value of such an approach in the pharmaceutical
context. When faced with a puzzling oxidative degradation of a
formulated drug product that manifested in some batches, but
not others, suspicions arose about the possibility of contami-

nation with metals, trace oxidants in solvents or equipment, or a
variety of other unknown factors. Analytical chemistry
investigations were inconclusive, only serving to make the
process team fear any and all potential culprits, without clearly
defining the actual bad actor(s). In this instance, the use of EPR
spectroscopy helped to shed light on the situation, bringing the
problem under control. In analogy to a technique developed to
understand the oxidation of beer,30,31 the α-phenyl-N-tert-butyl
nitrone (PBN) spin trap was added to dissolved drug product
samples (both controls and those undergoing oxidative
degradation), and the resulting mixtures evaluated in thermal
aging time-course experiments.14 A representative result of this
spin-trap EPR time-course study is illustrated by Figure 11.
A few features of interest quickly became clear: first, in the

presence of the dissolved drug product the spin trap is being
consumed at a rate significantly greater than background
reactivity of the spin trap in a control experiment in which no
drug product is added. Second, no EPR signals are observed in
the absence of PBN, indicating only transient radicals are

Figure 9. EPR spectra of two related organometallic porphyrin complexes further demonstrating principles of hyperfine couplings.26

Figure 10. Concept of spin traps, with results exemplified from
simulated EPR spectra for three different adducts.
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produced. Third, the rate of spin-trap consumption varies
depending on the batch of drug product added and yet correlated
directly with their known long-term stability. Fourth, by
conducting the experiments at elevated temperature it was
possible to complete individual runs within a day, allowing rapid
risk assessment for degradation that would otherwise take
months to manifest.
Curiously, multiple species were present during the study,

including a short-lived species that diminished within 1 h and a
more persistent species that accumulated slowly and eventually
reached a plateau. The hyperfine couplings32 are indicative of
peroxyl and hydroxyl radical adducts based on analogy to the
literature, although it is challenging to make definitive structural
assignments using only the spin-trap data. Nevertheless, this
insight led the team to investigate the presence of radical
initiators and propagators that could enable production of
peroxyl radical species. Further EPR experiments (Figure 12)

conducted in the presence or absence of atmospheric oxygen
indeed revealed a kinetic dependence on available oxygen,
consistent with traditional mechanistic processes in which radical
initiators convert oxygen into radical peroxyl species. The direct
involvement of O2 in radical generation, in turn, led the team to
consider protection from air as a simple engineering solution to
enhance the stability of the drug product.
This approach clearly illustrates the value of EPR for shedding

light on complex situations involving radicals that are otherwise
difficult to analyze using conventional techniques. Furthermore,

we believe this experimental approach has the potential to be
applied more broadly in the context of predicting oxidative
stability of pharmaceuticals, either in their pure form or in
formulated matrices.

■ CONCLUSION

In this study, we have presented a diverse array of problems in
pharmaceutical research and development that can be probed
with EPR spectroscopy. As the use of new 21st century
chemistries involving radicals, base metals and other unpaired
electron species continue to proliferate, we can look forward to
the emergence of EPR from a niche or specialist technique to a
mainstay platform for pharmaceutical chemistry analysis.
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